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Abstract

We introduce a graph-based sentence
ranking algorithm for extractive sum-
marization. Our method is a version
of the LexRank algorithm we intro-
duced in DUC 2004 extended to the
focused summarization task of DUC
2006. As in LexRank, we repre-
sent the set of sentences in a docu-
ment cluster as a graph, where nodes
are sentences and links between the
nodes are induced by a similarity re-
lation between the sentences. Then
we rank the sentences according to a
random walk model defined in terms
of both the inter-sentence similarities
and the similarities of the sentences to
the topic description.

Introduction

- focus: What are the laws, problems, and
issues surrounding international adoption
by American families?

Given a set of documents about a topic (e.g.
“international adoption”), the systems are re-
quired to produce a summary thi@micuseson
the given aspects of that topic. Our approach
to this problem is based on the LexRank frame-
work (Erkan and Radev, 2004a). LexRank was
originally proposed for the generic summariza-
tion problem and ranked one of the top systems
in DUC 2004 (Erkan and Radev, 2004b). In this
paper, we describe topic-sensitiveextension

of LexRank that can handle topic descriptions
in order to produce summaries that focus on a
particular aspect of a topic.

2 LexRank: Graph-based Centrality as
Sentence Salience

To compute LexRank, we first segment the doc-
uments into sentences, and then construct a

graph where each node represents a sentence.
People often prefer to see some specific inthe edge relation between the nodes is induced

formation about a topic in a summary rathePY @ similarity metric. In ager_1era|ized form the
than a generic summary that tries to cover d<€XRank equation can be written as
much of the information from the original doc- d w(v, )
uments as possible. An example summarizatiohR(") =y +(1 =4 > =" l0
problem from Document Understanding Con- vt '
ferences (DUC) 2006 is as follows: where LRu) is the LexRank value of sentence
u, andw(v,u) is the weight of the link from
sentencey to sentence:.. We used the cosine

LR(v) (1)

- topic: international adoption



measure for the edge weighigv, «) in DUC 3 Biased LexRank
2004. The LexRank Equation 1 is defined in a

recursive manner, and can be computed via a'e"® IS nothing in Equation 1 that favors cer-
iterative routine called theower method An tain sentences based on a topic focus; LexRank

extractive summarization method that is almost i:orgpleteglunsupﬁrwsedn t”he Sense th"’}t Ith
equivalent to LexRank with cosine links was in2N'y depends on the overall structure of the

. d . -
dependently proposed by Mihalcea and Tara%’aph' The first termy, is introduced to make
(2004). the matrix ergodic so that a solution to the equa-

tion exists. It does not have a big impact on
the final ranking of the nodes since it favors
An interesting interpretation of the LexRanka”_ the node;_equally during the ran_dom walk.
r%{\élth probability d, the random walk jumps to

value of a sentence can be understood in ter : ) . .
of the concept of a random walk. A randonfY node with uniform probability. This sug-

walk on a graph is the process wiiting the gests an alternative view of the random walk
nodes of the graph according to a specifiagh- grocess.lkWe ((j:aln c_:otmblne morde than (I)I?e ran-
sition probabilitydistribution. Suppose we have om walk MOdEIS Into one random walk pro-

a sentence similarity graph as described abovesSS: Indeed, we could use a non-uniform dis-

. . . ibution in combination with the random walk
We define a random walk on this graph in sucH'
! W 'S graph In su rgdased on the weight/similarity functian(-, -).

a way that it starts at a random sentence a h : lief h

then at each step, with probabilityit jumps Sigpposfe ;]/ve ave a prr:or be ":] abﬁ.Ut the

to a random sentence with uniform probabilityr,an Ing o the ngdes In the grap . This .be-
lief might be derived from a baseline ranking

with probability1 — d it visits a sentence that is g )
[pethod which we trust to a certain extent. For

adjacent to the current sentence with probabi e inthe f q - K
ity in proportion to the outgoing edge weightsexamlo €, Inthe focuse summa_rlzatlon ta_s » We
n rank the sentences by looking at their sim-

of the current sentence. The LexRank value &5‘

a sentence gives us the limiting probability tha'ﬁamy to the topic desgrlptlon. ,Ldi(“) be the
such a random walk will visit that sentenge  ScOre ofu based on this baseline method. We

the long run Equivalently, the LexRank value canbias the random walk based di-) while

is thefraction of the time such a random walk €°MPuting LexRank as follows:
spends on the particular sentence. The motivat- b(u)

ing assumption behind the LexRank method is LR(u) =d - S

that the information that is repeated many times 2 e blu)

in a cluster is the salient information that needs (1 _ ¢) w(v, u) LR(v)(2)

to be represented in a summary. Furthermore, if | ZZEadj[v] w(v, z)

a sentence is similar to a lot of other sentences

in a cluster, then it contains common informa-where S is the set of all nodes in the graph.
tion with other sentences that is also repeated iWe call Equation 2biased or topic-sensitive

it; therefore itis a good candidate to be includetlexRank since it favors certain set of sentences
in an extractive summary. Note that such a semturing the random walk based on a prior distri-
tence will be strongly connected to a lot of othebution. Whend = 1, p(-) ranks the nodes ex-
sentences in the similarity graph. The randoractly the same a&-). Whend < 1, we have a
walk we described above is more likely to visitmixture of the baseline scores and the LexRank
a sentence that is better connected to the restsifores derived from thanbiasedstructure of
the graph with strong links. Thus the LexRankhe graph. In other words, biased LexRank
value of such a graph will be higher. ranks the sentences by looking at the baseline

veadj[u



method and the inter-sentence similarities at thehereC' is the entire document cluster. Equa-
same time. A version of biased LexRank wasion 4 is often calledJelinek-Mercer smooth-
successfully applied to the sentence retrievahg. )\ is a trade-off parameter between the MLE
for question answering task (Otterbacher et alcomputed from the sentence and the MLE com-
2005). puted from the entire clustep(w|v) is honzero
for all words that occur in the cluster provided

4 Using Generation Probabilities as Link that)\ > 0.

Weights We can also talk about the generation prob-

As mentioned in Section 2, we used the CO§1bility of a sentence given the language model

sine measure for the edge weights of the Seﬁpmputed from another sentence. For example,
tence similarity graphs in DUC 2004. Kurland
and Lee (2005) proposed a document retrieval p(ufv) = Hp (wlv) )
method that is similar to LexRank. The main e
differences of their approach from our originaldefines the generation probability of sentence
formulation is that they use documents insteagdiven the language model of sentenceSince
of sentences, and they define the edge weigtite probabilities of all words get multiplied with
w(u,v) from sentence: to sentence as the each other, longer sentences tend to get smaller
generation probabilityf « givenw. In this sec- generation probabilities. Therefore, we normal-
tion, we explain the language model-based edgge the generation probability of a sentence by
weights that we employed in DUC 2006 moti-ts length:
vated by Kurland and Lee’s work. )

Given a sentence, we can compute a (un- gen(ulv) = p(ulv)M (6)

igram) language model from it. A straightfor-

ward way of computing this language model igve use gefu|v) as the weight of the ”r.]k from
the maximum likelihood estimation (MLE) of “ to v in the graph-based representation of the

the probabilities of the words to occurin cluster. Note that gém|v) is not necessarily
equal to gefw|u). The probability of a 1-step

co(w) random walk (i.e. a random walk of length 1)
) fromutovis proportional to the (normalized)

generation probability of. given the language
wherec,(w) is the number of times the word model computed fromv. If a sentence has

occurs inv, and|v| is the total number of words strong incoming generation links in the graph,
in v. The MLE is often not a good approxi-itis an evidence that the language model of that
mation for a language model since the wordsentence can generate other sentences more suc-
that do not occur in the text that we computé€essfully. Revisiting the random walk model of
the word frequencies from get zero probabilityl.exRank, the LexRank value of of a sentence is
This is even a bigger problem when we computa measure of itgeneration powerthat is, how
language models from relatively a short inpulikely itis to generate the rest of the cluster from
text such as a sentence composed of few wordbe language model of the specific sentence in
To account for the unseen words, we smooth tiee long run.
language model computed from a sentence us-Extending the use of generation probabilities
ing the language model computed from the erfo biased LexRank for the focused summariza-
tire cluster: tion task is straigtforward. For the baseline
ranking method, we use the generation prob-
p(w|v) = (1= XN)pyr(wlv)+Apayr(w|C) (4) ability of the topic description from the sen-

pML<w‘U> = ‘U|



tences. A sentence is ranked higher if its lan- After ranking the sentences according to their
guage model can generate the topic descriptidnased LexRank values, we reranked them us-
with a larger probability. Given a topic descrip-ing the MMR reranking method (Carbonell and
tion ¢, the final score for a senteneeis com- Goldstein, 1998). Then we simply picked the
puted by the following biased LexRank equatop ranked sentences respecting the 250-word

tion: summary limit.
With the parameters tuned on the DUC 2005
LR(ult)=d- M data, we ran our biased LexRank system on
> .ec 9ent|z) the DUC 2006 focused summarization task.
(1 —d) genv|u) LR(ult) Among the 34 participants in DUC 2006, our
veadit > -cadjs) 9€NY[2) system ranked 11th in overall responsiveness,

9thin ROUGE-2, 7th in ROUGE-SU4, and 11th
in the pyramid evaluation. These results are
promising but lower than the performance of
LexRank in the generic summarization task of
Since the summarization task of DUC 200DUC 2004. We want to improve our frame-
and DUC 2006 are essentially the same, we&ork by investigating different similarity met-
used the DUC 2005 data to tune our systemics, smoothing methods and better parameter
for 2006. ROUGE-1 and ROUGE-2 metricstuning.

(Lin and Hovy, 2003) were used to optimize

our system. Language model-based generation
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